
Wireless Technology for First Responders NNeeww  FFuunnddiinngg

Professor Sean Smith and his PKI team
received a major gift from Cisco
Systems to launch “Greenpass,” a joint
project of the Center for Mobile
Computing and the  PKI Lab.

The Greenpass initiative applies PKI
technology to the challenge of authen-
ticating users of WiFi wireless net-
works, and specifically to make it pos-
sible to allow users to delegate limited
network access to visitors.  With
Greenpass, we would be able to close
Dartmouth's WiFi networks from the
drive-by spam artists and yet easily
grant full network access to a visiting
colleague.  For more information see
the paper listed on Page 3.

PPrrooffeessssoorr  DDeenniissee  AAnntthhoonnyy  JJooiinnss  tthhee  CCMMCC
The CMC is pleased to welcome Denise Anthony, Assistant Professor of
Sociology, as a new member of its team.  Professor Anthony is involved in a new
project funded by McKinsey & Company to study the usage and behavior of stu-
dents using the wireless networks.  The team, which includes Professor David
Kotz and Tristan Henderson, will monitor the wireless network activity of a col-
lection of student volunteers, and use pagers to interrupt the students through-
out the day to ask them to report on their activity.  Professor Anthony also col-
laborates with Professor Sean Smith to understand the way people think about
computer security.

Professor David Kotz and postdoctoral
fellow Tristan Henderson recently
received a grant from Intel’s University
Research Council to better understand
the workloads generated by high-
throughput wireless applications.
Henderson will collect extensive MAC-
layer traces from Dartmouth’s campus-
wide 802.11 wireless network, then
analyze the data to develop workload
models that will be used to develop
future wireless network MAC proto-
cols.  New high-throughput wireless
applications and devices will become
common at Dartmouth during the
three-year period of study.  (Dartmouth
is replacing its traditional telephone
PBX with a VoIP system, and has start-
ed to plan to move cable television
onto the IP
network.)  This
research aims
to understand
wireless proto-
cols that sup-
port those
applications.

The attacks of September
11th and the Anthrax expo-
sures of 2001 demon-

strated the need for reli-
able, integrated and
automated sys-
tems to sup-
p o r t
response to
l a rge -sca le
emergencies.
A new project
funded by the
Institute of
S e c u r i t y
Technology Studies,
and led by Sue
McGrath, aims to devel-
op new technologies for
situation assessment and
response in the civilian
domain.  The team has developed
a vision for an integrated
approach to communication,
automated information manage-
ment, and sensing for emer-
gency response scenarios.  The
project is focused on the devel-
opment of three key compo-
nents: sensing systems, commu-
nications infrastructure, and infor-
mation middleware.

They are developing sensor sys-
tems that can provide environ-
mental data and monitor the
physiologic status and location of
first responders and event casu-
alties.  The wireless environmen-
tal sensor network can provide
responders in a particular area
with critical information about
their surroundings.  With the
addition of location sensors to
each node, local sensor data can

be fused together to
maintain a global

view of key attrib-
utes in the envi-

ronment, for
e x a m p l e ,
temperature
levels to
indicate a
s p r e a d -
ing fire
o r
toxic-

g a s
concentra-

tions in the
drifting plume

from a chemical spill.
Physiologic sensor data

from first responders and casu-
alties can be collected and ana-
lyzed by software residing on a
wireless computing device locat-
ed on the person being moni-
tored.  If abnormalities suggest-
ing an injury or change in status
are detected, an alert can be sent
to medical personnel (para-
medics, evacuation personnel,
and medical teams at other loca-
tions).  This data can be used to
ensure the safety of first respon-
ders and assist in triage of casu-
alties.

In a disaster scenario, sensor
data and other event related
information, such as situational
assessments, must be moved to
and from field locations, treat-
ment sites, and command and
control centers.  One approach to
providing communication links
where traditional communication
infrastructures are absent or non-

functioning is to use ad hoc rout-
ing protocols.  With ad hoc rout-
ing, each device is a network
node capable of routing informa-
tion from nearby nodes. 

The team is developing distrib-
uted environmental and physio-
logic sensor platforms that can
provide such an ad hoc network.
Data transfer over any network is
constrained by bandwidth and
power available at each node.   To
help alleviate these problems,
they are developing scheduling
and polling techniques. 

To address the vast informational
requirements of emergency sce-
narios in an efficient way, they
are developing middleware that
will allow user applications to
obtain and display information
that is appropriate for each user.
For instance, a high-level com-
mander may want a global view
of the incident, while an individ-
ual responder navigating a disas-
ter scene may need detailed
information about victims in her
area.  The middleware obtains,
organizes, and distributes infor-
mation to interested parties
based on its content.  One effi-
cient approach is called publish
and subscribe, where sensors or
people publish data and other
people subscribe to receive data
in which they are interested.  The
project is  extending this
approach to meet the demands
of emergency scenarios by incor-
porating features such as persist-
ent data queries, authentication,
and privacy.
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Last October 14th, commuters driving past the Garipay athletic field at Dartmouth College were treated
to an unusual sight, not a soccer or rugby game, but instead forty students, staff members, and even
interested parents carrying laptop computers from one end of the field to the other.  Rather than wit-
nessing a strange new sport, these commuters were seeing one of the largest  ad hoc wireless routing
experiments to date.

This experiment, led by Research Engineer Bob Gray, represented the culmination of nearly three years
of wireless research and had two goals.  The first was a comparison of the real-world performance of
four ad hoc routing algorithms, AODV, ODMRP, GPSR, and STARA, while the second was an examination
of the assumptions commonly made in wireless simulations.  Each laptop had 802.11 cards and GPS
units.  While participants walked about randomly, the laptops ran each routing algorithm for fifteen min-
utes while continuously logging positions, signal strengths, and network traffic.

The experiment data first was used to examine common simulation assumptions, such as circular trans-
mission areas, symmetric network links, and simple signal-strength models.  Although it is perhaps intu-
itive that these assumptions do not hold in the real world, the magnitude of the mismatch was often sur-
prising.  The probability of a laptop receiving a beacon from a neighbor, for example, varied from 30 to 60
percent depending on the relative orientation of the 802.11 cards.  Other assumptions were closer to
reality.  For example, although the signal strength of individual transmissions varied widely, mean
observed signal strength (over distance) did fit a simple power curve.  

The data now is being used to compare the performance of the four routing algorithms, including deliv-
ery ratios, control overheads, and end-to-end latencies.  A future newsletter will provide results on this
second effort.

CCMMCC''ss  BBrraadd  NNoobblleett  NNaammeedd  OOnnee  ooff
tthhee  TToopp  5500  MMoosstt  PPoowweerrffuull  PPeeooppllee

iinn  NNeettwwoorrkkiinngg

Network World Fusion magazine has named
Brad as 44th on the list of most powerful and
influential individuals in networking.  Brad's
name appears on a list which includes many
illustrious CEOs and industry leaders such as
Steve Ballmer, John Chambers, Bill Gates
and Michael Dell.  Network World Fusion had
also run an article on the Dartmouth network
earlier in November.

TTeelleeSSyymm  PPhhoonnee  SSyysstteemm  CChhoosseenn
ffoorr  CCaammppuuss  WWiiddee  UUssee

aatt  DDaarrttmmoouutthh

TeleSym, Inc. announced that its SymPhone
System software for voice calling on wire-
less networks has been selected for cam-
pus-wide use at Dartmouth College,
Hanover, NH. SymPhone adds cordless-
phone capability to mobile computers.
Under the Dartmouth contract, TeleSym will
be supporting thousands of users on one of
the world's largest wireless IP telephony
installations, expected to eventually serve a
community of 13,000 students, faculty and
staff.

Dartmouth has been the scene of many
'firsts' in organizational computing, as the
first Ivy League institution to be fully
wired, then fully wireless.  By year-end, it
will also be the first college to fully deploy
voice-over-IP (VoIP) on its wireless net-
works.  When you call from computer to
computer, the quality can be indistinguish-
able from wired phones and noticeably
better than cell phones.
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In early October 2003, leading
thinkers in wireless computing
came to Hanover for "Unleashed,"
a three-day conference dedicated
to the Wi-Fi revolution.
Information technology profes-
sionals from higher education
and business joined industry
experts at Unleashed to discuss
wireless technology and how it is
used on campuses nationwide.
The conference explored what it
takes to implement a large wire-
less network, sustain it, and
secure it.  This conference
brought together nearly 100 par-
ticipants and 30 panelists to
examine how wireless technolo-
gy can be used effectively for
teaching in the classroom and for
facilitating and conducting
research projects.

"Wireless technology is show-
ing early maturity in the college
and university market," says
David Kotz, Professor of
Computer Science and Director

of the Center for Mobile
Computing, and one of the
organizers of the conference.
"Increasingly, it is deployed per-
vasively in campus environments
like Dartmouth, and we're study-
ing how it's being used here in
Hanover. This conference is one
way to share what we've
learned."

According to Larry Levine,
Director of Computing Services
and another conference organiz-
er, there is a competitive impera-
tive to offer extensive wireless
computing in higher education
environments. 

"Wireless capabili-
ty, once deployed,
can be utilized
across all disciplines:
in all of the arts and
sciences and at our
three professional
schools of business,
engineering and
medicine. It's a pow-

erful technology," says Levine.
Unleashed began with a

keynote speech by Reed Hundt,
chairman of the Federal
Communications Commission
from 1993 to 1997 and a senior
advisor to McKinsey and Co., a
global management consulting
firm.     Unleashed presenting
sponsors were Cisco Systems
and Intel. Supporting sponsors
were Aeroprise, Bearing Point,
Newbury Networks, Microsoft
Research, Telesym and
Datavision.  For more information
see unleashed.dartmouth.edu.

Unleashed Conference
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Guanling Chen and David Kotz.
AApppplliiccaattiioonn--CCoonnttrroolllleedd  LLoossss--
TToolleerraanntt  DDaattaa  DDiisssseemmiinnaattiioonn..
Dartmouth College Computer
Science Technical Report TR2004-
488, February 2004.

Reactive or proactive mobile applica-
tions require continuous monitoring of
their physical and computational envi-
ronment to make appropriate decisions
in time. These applications need to
monitor data streams produced by sen-
sors and react to changes. When mobile
sensors and applications are connected
by low-bandwidth wireless networks,
sensor data rates may overwhelm the
capacity of network links or of the
applications. In traditional networks
and distributed systems, flow-control
and congestion-control policies either
drop data or force the sender to pause.
When the data sender is sensing the
physical environment, however, a pause
is equivalent to dropping data.
Arbitrary data drops are not necessarily
acceptable to the reactive mobile appli-
cations receiving sensor data. Data dis-
tribution systems must support applica-
tion-specific policies that selectively
drop data objects when network or
application buffers overflow.

In this paper we present a data-dissemi-
nation service, PACK, which allows
applications to specify customized data-
reduction policies. These policies define
how to discard or summarize data flows
wherever buffers overflow on the dis-
semination path, notably at the mobile
hosts where applications often reside.
The PACK service provides an overlay
infrastructure to support mobile data
sources and sinks, using application-
specific data-reduction policies where
necessary along the data path. We uni-
formly apply the data-stream "packing"
abstraction to buffer overflow caused by
network congestion, slow receivers, and
the temporary disconnections caused by
end-host mobility. We demonstrate the
effectiveness of our approach with an
application example and experimental
measurements.

Qun Li, Ron Peterson, Michael
DeRosa, and Daniela Rus.
RReeaaccttiivvee  BBeehhaavviioorr  iinn  SSeellff--rreeccoonnffiigg--
uurriinngg  SSeennssoorr  NNeettwwoorrkk  ((MMoobbiiccoomm
PPoosstteerr))..  ACM Mobile Computing
and Communications Review,
January 2003.

A self-reconfiguring sensor network
consists of many sensors that have the

ability to self-configure by turning
themselves on and off. This kind of
self-reconfiguration results in power
savings and extends the lifetime of the
network. In this paper we present a for-
mulation for the problem of adapting a
sensor network to the environment and
the task. We develop distributed algo-
rithms for self-reconfiguring sensor net-
works that respond to tracking a target
and directing a target through a region.

Jason Liu, Yougu Yuan, David M.
Nicol, Robert S. Gray, Calvin C.
Newport, David Kotz, and Luiz Felipe
Perrone.
SSiimmuullaattiioonn  VVaalliiddaattiioonn  UUssiinngg  DDiirreecctt
EExxeeccuuttiioonn  ooff  WWiirreelleessss  AAdd  HHoocc
RRoouuttiinngg  PPrroottooccoollss.. Proceedings of
the Workshop on Parallel and
Distributed Simulation (PADS), May
2004.

Computer simulation is the most com-
mon approach to studying wireless ad-
hoc routing algorithms. It offers a flexi-
ble means of experimentation, in a
repeatable and controllable fashion.
Simulation results, however, are only as
good as the models the simulation uses.
One should not underestimate the
importance of validation, as inaccurate
models can lead to wrong conclusions.
In this paper, we use direct-execution
simulation to validate radio models that
drive ad-hoc routing protocols, against
real-world experiments. This paper
documents a common testbed that sup-
ports direct execution of a set of ad-hoc
routing protocol implementations in a
wireless network simulator. The testbed
read traces generated from real experi-
ments, and uses them to drive direct-
execution implementations of several
ad-hoc routing protocols. Doing so we
reproduce the same network conditions
as in real experiments. By comparing
routing behavior measured in real
experiments with behavior computed
by the simulation, we are able to vali-
date the models of radio behavior upon
which protocol behavior depends. Our
experiments reveal two conclusions.
One is that it is possible to have fairly
accurate results using a simple radio
model, but the second is that routing
behavior is quite sensitive to one of this
model's parameters. The implication is
that one either should (i) use a more
complex radio model that explicitly
models point-to-point path loss, or (ii)
use measurements from an environ-
ment typical of the one of interest, or
(iii) study behavior over a range of
environments to identify sensitivities.

Libo Song, David Kotz, Ravi Jain, and
Xiaoning He.
EEvvaalluuaattiinngg  llooccaattiioonn  pprreeddiiccttoorrss  wwiitthh
eexxtteennssiivvee  WWii--FFii  mmoobbiilliittyy  ddaattaa..
INFOCOM '04, March 2004. An
extended version appears as
Dartmouth College Computer
Science Technical Report TR2004-
491.

Location is an important feature for
many applications, and wireless net-
works can better serve their clients by
anticipating client mobility. As a result,
many location predictors have been
proposed in the literature, though few
have been evaluated with empirical evi-
dence. This paper reports on the results
of the first extensive empirical evalua-
tion of location predictors, using a two-
year trace of the mobility patterns of
over 6,000 users on Dartmouth's cam-
pus-wide Wi-Fi wireless network. We
implemented and compared the predic-
tion accuracy of several location predic-
tors drawn from four major families of
domain-independent predictors, namely
Markov-based, compression-based,
PPM, and SPM predictors. We found
that low-order Markov predictors per-
formed as well or better than the more
complex and more space-consuming
compression-based predictors.
Predictors of both families fail to make
a prediction when the recent context
has not been previously seen. To over-
come this drawback, we added a simple
fallback feature to each predictor and
found that it significantly enhanced its
accuracy in exchange for modest effort.
Thus the Order-2 Markov predictor
with fallback was the best predictor we
studied, obtaining a median accuracy of
about 72% for users with long trace
lengths. We also investigated a simplifi-
cation of the Markov predictors, where
the prediction is based not on the most
frequently seen context in the past, but
the most recent, resulting in significant
space and computational savings. We
found that Markov predictors with this
recency semantics can rival the accuracy
of standard Markov predictors in some
cases. Finally, we considered several
seemingly obvious enhancements, such
as smarter tie-breaking and aging of
context information, and discovered
that they had little effect on accuracy.
The paper ends with a discussion and
suggestions for further work.

Nicholas C. Goffee, Sung Hoon Kim,
Sean Smith, Punch Taylor, Meiyuan
Zhao, John Marchesini.
GGrreeeennppaassss::  DDeecceennttrraalliizzeedd,,  PPKKII--
bbaasseedd  AAuutthhoorriizzaattiioonn  ffoorr  WWiirreelleessss
LLAANNss..    Third Annual PKI R&D
Workshop, April 2004.

Wireless networks break the implicit
assumptions that supported authoriza-
tion in wired networks (that is: if one
could connect, then one must be
authorized). However, ensuring that
only authorized users can access a cam-
pus-wide wireless network creates many
challenges: we must permit authorized
guests to access the same network
resources that internal users do; we
must accommodate the de-centralized
way that authority flows in real univer-
sities; we also must work within stan-
dards, and accommodate the laptops
and systems that users already have,
without requiring additional software or
plug-ins.

This paper describes our ongoing proj-
ect to address this problem, using
SPKI/SDSI delegation on top of X.509
keypairs within EAP-TLS. Within the
"living laboratory" of Dartmouth's wire-
less network, this project lets us solve
real problem with wireless networking,
while also experimenting with trust
flows and testing the limits of current
tools.

Sean W. Smith.
OOuuttbboouunndd  AAuutthheennttiiccaattiioonn  ffoorr
PPrrooggrraammmmaabbllee  SSeeccuurree
CCoopprroocceessssoorrss..    International Journal
of Information Security. To appear,
2004.

A programmable secure coprocessor
platform can help solve many security
problems in distributed computing,
particularly if coprocessor applications
can participate as full-fledged parties in
distributed cryptographic protocols.
Thus, a generic platform must not only
provide programmability, maintenance,
and configuration in the hostile field—
it must also provide outbound authenti-
cation for the entities that result. This
paper offers our experiences in solving
this problem for a high-end secure
coprocessor product. This work
required synthesis of a number of tech-
niques, so that parties with different and
dynamic views of trust can draw sound
and complete conclusions about remote
coprocessor applications.

New Research Papers 
Complete Text at http://cmc.cs.dartmouth.edu/papers
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About the 

CMC
The goal of the Center for Mobile
Computing at Dartmouth College is to
realize the potential for ubiquitous
mobile devices and wireless commu-
nications to improve the way we live,
the way we work, and the way we
learn. 

We have the opportunity to leverage
Dartmouth’s campus-wide wireless
network, its group of experienced
researchers, its residential campus
with an innovative and creative stu-
dent culture, its long tradition of per-
vasive deployment of cutting-edge
technology and of technology in the
classroom, and its local institutes for
Security Technology (ISTS) and
Information Infrastructure Protection
(I3P). This combination makes
Dartmouth College a unique environ-
ment for understanding the future, in
which mobile computing becomes
ubiquitous on university campuses,
corporate campuses, and the con-
sumer world. 

The CMC is comprised of
researchers from the Departments of
Computer Science and Sociology
and from the Thayer School of
Engineering, including faculty, post-
doctoral researchers, M.E. and Ph.D.
students, and undergraduate stu-
dents, and of staff from Dartmouth’s
Computing Services department.
Participating faculty members have
extensive experience in wireless
networks, sensor networks, mobile
agents, parallel and distributed com-
puting, operating systems, informa-
tion retrieval, robotics, signal pro-
cessing, and sociology. 

The Center’s projects receive fund-
ing from the CMC industrial Partners,
and  federal funding from the
Department of Homeland Security
(through ISTS), the Defense
Advanced Research Projects
Agency (DARPA), the Office of Naval
Research, and the National Science
Foundation. 

Center research facilities include
campus-wide wired and wireless
networks as well as a heterogeneous
collection of computing systems. In
effect, Dartmouth College is an
extensive testbed with several thou-
sand networked computers and
active users.

We invite corporations

to become Partners

of the CMC. There

are clear benefits for partner-

ships with Dartmouth’s Center

for Mobile Computing. Partners

have early access to advanced

research that can lead to next-

generation products and servic-

es. At the same time, the CMC

benefits from a better under-

standing of the needs and

direction of industry, helping to

keep research relevant and

driven by application needs. 

Contact us if you are interested

in being a partner at

cmc@cs.dartmouth.edu

BBeenneeffiittss::

• Access to CMC students, mak-

ing connections that may

lead to future employment 

• Access to wireless trace data

• Access to CMC faculty as con-

sultants

• Early access to prototype sys-

tems

• Access to CMC labs and facil-

ities, when appropriate. 

Ultimately, each partnership

leads to a host of benefits and

to a relationship that can be

customized to the needs and

interests of the partner. 

Partnership

AAppppllee

Our Partners

Professor Denise Anthony,
Department of Sociology

Professor Ted Cooley, Thayer
School of Engineering 

Professor George Cybenko,
Thayer School of Engineering 

Bob Gray, Research Engineer,
Thayer School of Engineering 

Professor David Kotz,
Department of Computer Science

Sue McGrath, Research
Engineer, Thayer School of
Engineering 

Professor Daniela Rus,
Department of Computer Science

Professor Sean Smith,
Department of Computer Science

Brad Noblet, Director of
Technical Services, Peter Kiewit
Computing Services 

Ron Peterson, Senior Engineer,
Department of Computer Science

CMC Faculty and Staff

CMC Newsletter May 2004
4

http://cmc.cs.dartmouth.edu/people/


